**Measuring the temporal dynamics of inter-personal neural entrainment in continuous child-adult EEG hyperscanning data**

**Supporting Materials**

**Appendix A**

1. *Simulation for event locked changes in concurrent amplitude/ power entrainment*

To illustrate how event locked neural responses might give rise to changes in concurrent amplitude/power inter brain entrainment (IBE) (see section 3.1.1 of main text), we simulated two time series ‘x’ and ‘y’ each embedded with one purely phase-locked transient oscillation as a product of a sine wave (640 samples, at a sampling rate of 256 Hz) at 7Hz convolved with a gaussian kernel (640 samples, sd of 0.1). The peak of the transient oscillation of time series y was offset from the peak of time series x by +100ms. This was done to be practically most similar to the examples on measuring changes in sequential amplitude/ power-based entrainment (e.g., see figure 2 of main text), but to still highlight how changes in event locked concurrent power entrainment can be measured at a fine temporal scale (e.g., looking at sub-second changes). We simulated 100 trials of data in this way. Details on how we derived single trial EEG power can be found in section 7. Spearman's correlation was calculated between signals x and y at each time-frequency point.

1. *Simulation for event locked changes in sequential amplitude/ power entrainment*

To illustrate how event-locked neural responses might give rise to changes in sequential amplitude/power IBE (see section 3.1.1. of main text), we simulated two time series x and y each embedded with one transient oscillation as a product of a sine wave (640 time points, at a sampling rate of 256 Hz) at 7Hz convolved with a gaussian kernel (640 samples, sd of 0.1). Time-series y was generated as a product of weighted previous samples of x, according to:

= (1),

where is the current value of y, is an autoregressive coefficient (set at 1 in this example) and is the previous sample of x, at a given lag n. To keep the model simplistic, a model order of 1 was used, meaning that time series y was generated using one previous sample of time series x. Both signals were then mixed with white noise with a standard deviation of 0.5. We simulated 100 trials in this way. In each trial, the amplitude of the sine wave used to generate the transient oscillation in x and y was set at 3 times a random number drawn from a normal distribution. This was to simulate the data being more physiologically ‘realistic’ as well as yielding an increase in time domain and spectral GC, due to the single trial amplitudes being highly correlated. Single trail time-frequency power was computed in the same way as in the simulation of concurrent power entrainment (see above). To compute GC, we used functionality from the MVGC toolbox (Barnett and Seth, 2014). In the accompanying code, we provide routines on implementing code from the toolbox with EEG hyperscanning data, to compute GC estimates for amplitude and power. As we generated the peak of signal y to be forward lagged by +100ms relative to the peak of x we can expect to see a relative increase in the time domain and spectral GC in a 100ms time window between peaks (in time) of signals x and y. We also expect that, as both x and y are transient signals and both signals return to baseline after 100ms, we will see no other significant changes in GC. Further, as x was not defined by y, we expect a unidirectional influence only from x to y. The temporal precision of the GC results is determined by the number of samples of the window used to compute GC. Previous literature has used window lengths between 50ms (Ding Bressler et al., 2000) and 2s (Barret et al., 2012), although the most appropriate window length will depend on individual task-related design. In this example, GC was computed in a 200ms sliding window, moved in increments of 50ms. The model order used in the autoregressive model fit for the GC estimates was 1.

1. *Simulation for non-event locked changes in sequential amplitude/ power entrainment*

To illustrate how non-event-locked neural responses might give rise to changes in sequential amplitude/power IBE (see section 3.2.1 of main text) we simulated one time series as a mixture of one ‘slow’ sine wave at 2Hz and one ‘fast’ sine wave at 10Hz (640 time points, at a sampling rate of 256 Hz for both) and white noise (sd 0.5)- labelled as time series x. Time series y was generated as a product of weighted previous samples of x plus white noise with a standard deviation of 0.5, following the same procedure as in the previous simulation. In this example, a model order of 1 was used. We simulated 100 trials in this way**.**As y was generated from previous samples of x plus noise (random variation), to simulate a gradual increase in GC over time we linearly reduced the magnitude of noise parameter/ random variation in the system, such that the values of y became closer to the ‘true'/ real signal elements of x, without the confounding noise. GC was computed in the same way and using the same code as provided for the above simulation. The model order used in the autoregressive model fit for the GC estimates was 1.

1. *Simulation for event locked changes in concurrent phase entrainment*

To illustrate how event-locked neural responses might give rise to changes in concurrent phase-based IBE (see section 3.1.2 of main text), we simulated two-time series (640 samples at 256 Hz) as partially phase-locked signals (e.g., non-phase locked before time +200ms and purely phase locked after time = 200ms). At time =+200ms we simulated a phase-modulated such that at subsequent time points the signals were purely phase-locked. We simulated 100 trials of data in this way. To calculate the frequency-specific phase-locking value used in our examples (see section 3.1.2 of main text) both signals were filtered between 6 and 9 Hz using Matlab's window-based FIR filter with 625 points (equivalent to 3 times sampling rate/ the lower edge of the bandpass range). The phase angles for both time series were obtained from the result of the Hilbert transform. In the accompanying code, we provide routines on calculating inter-trial coherence (a measure of potential phase resetting) and phase locking between signals that can be applied to EEG hyperscanning data. In this example, PLV estimates were computed at each time point over trials (which gives the highest degree of temporal precision) though we also provide routines for calculating these same measures in a sliding window over time within trials.

1. *Simulation for event locked changes in sequential phase entrainment*

To illustrate how event-locked neural responses might give rise to changes in sequential phase-based IBE (see section 3.1.2 of main text) two-time series were generated as sine waves at 7Hz plus white noise (sd=0.5). For time series x, we simulated 100 trials of non-phase locked activity (e.g., by adding a random phase offset, sampled from the entire 0-2pi distribution). At time 0 we simulated a phase reset, whereby the phase was abruptly shifted. Following the phase reset (e.g., t=0 for signal x) the signals became phase-locked (e.g. with an added phase offset sampled from only half of the full 0-2pi distribution). Signal y was generated in the same way as signal x, but the 'event'/ phase reset was simulated 200ms after the phase reset in signal x. Phase angles again were obtained from the result of the Hilbert transform. Phase transfer entropy was computed in a 200ms sliding window.

1. *Simulation for non-event locked changes in concurrent phase entrainment*

To illustrate how non-event-locked neural responses might give rise to changes in concurrent phase-based IBE (see section 3.2.2 of main text) we simulated two times series (640 samples at 256 Hz) x and y as basic sine waves which varied in peak frequency over time. Time series x was designed to simulate an infant alpha generator with a peak frequency range of 6-9Hz and y an adult alpha generator with a peak frequency range of 9-12Hz. For the simulated infant data, the phase offset added at each time point to a 6Hz sine wave was designed as the cumulative sum of a series of spline interpolated, linearly spaced numbers, *increasing* from 6 to 9 over the length of the time segment, minus the mean of the upper and lower bounds of the frequency range. For the simulated adult data, the phase offset of the sine wave was set similarly, but a series of spline interpolated linearly spaced numbers *decreasing* from 12 to 9. We simulated 100 trials of data in this way. Phase angles again were obtained from the result of the Hilbert transform and PLV was calculated at each time point over trials as in the previous example.

1. *Time-frequency decomposition*

Single trail time-frequency power from the signals was derived by narrowband filtering the data between 2 and 25hz in section 2.3 of main text and 2 and 40Hz in section 3.1.1 in main text. 23- 38 (respectively) filters were constructed, using MATLAB's FIR filter function, linearly spanning the frequency range. Each filter was constructed with an order of 3 times the sampling rate/ the lower limit of the frequency range (the same setting as used by EEGLab), and with a frequency spread of +/- 1.5 Hz, giving a 2/3 overlap in frequency between successive filters. Time-frequency power and phase was then derived form the resulting Hilbert transformed data. Power was obtained as the square of the absolute values derived from the Hilbert transform of the filtered data. For analysis involving time-frequency power, this was baseline normalised (decibel normalised) using activity in the -700 to -500ms time window and averaged over trials.

1. *Side note on inter trial phase coherence*

ITC measures the consistency of frequency band-specific phase angles over trials (time-locked to the response). The phase coherence value is computed according to:

(2),

where *N*is the number of trials and is the phase angles of a signal on trial *n*, at time *t*, Phase coherence values vary from 0 to 1, where 0 indicates no phase consistency across trials to 1 indicates oscillations take on identical phase values across trials (Lachaux et al., 1999; Delorme and Makeig, 2004).
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